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Abstract

A simulation approach was used to study bias and variability of density estimates of fish using the transect and
point count underwater visual census methods. Three experiments were conducted to examine the effects of fish
density, sampling effort, and the speed of fish in relation to the observer. Fish density and sampling effort did not
significantly bias estimates of fish density using either census method, and variation was a function of the area
sampled with both methods. The speed at which fish approached the diver caused appreciable bias with the transect
method but not with the point count method, because of underlying assumptions about how the two methods were
implemented. Performance of methods was quantified with the root mean squared error RMSE (combined measure
of bias and variability) and was dependent on the ratio of sampling times per dive for each method. From assumed
sampling times for the point count and transect methods, the point count method performed better than the transect
method, but different results could be obtained under different sampling protocols. Nevertheless, the simulation
approach offers an efficient means to evaluate sampling methods in conjunction with actual field experiments. © 1997
Elsevier Science B.V.
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1. Introduction

Underwater visual census (UVC) methods have

been used to estimate the densities of reef fish
since the 1950s (Brock, 1954; Harmelin-Vivien et
al., 1985). These methods are usually quick and
inexpensive to employ, and non-destructive in na-
ture. These advantages have led to their adoption
in many coastal resource studies (Russ, 1985;
Samoilys, 1988; Samoilys and Carlos, 1991).
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There is continuing concern over the accu-
racy of UVC density estimates (Brock, 1982;
Sale and Sharp, 1983; Andrew and Mapstone,
1987), but in general these have been difficult
to test. Several sources of bias have been recog-
nised including: observer error, observer pres-
ence and speed, and fish detectability (Thresher
and Gunn, 1986; Lincoln Smith, 1988), but in
practice these are rarely measurable.

Field conditions where UVC methods are
employed vary considerably and practitioners
have long argued over the relative advantages
of the various methods. The transect and point
count methods can both produce unbiased and
precise estimates of fish abundance under the
right conditions—but at what cost? It is very
difficult to measure the bias and precision of
these methods in the field, and to observe how
these are improved with additional samples or
resources. This information would be useful in
the design of studies using UVC, and would al-
low the more efficient use of sampling resources
such as diver time. Controls on daily dive time
and the number of diver ascents recently intro-
duced on scientific diving in Australia and else-
where in response to health concerns, mean
that these resources are more precious than
ever.

There are two general methods for testing
UVC bias, the first is through field experiment
(McCormick and Choat, 1987; Lincoln Smith,
1989), and the second is through computer sim-
ulation (Turnock and Quinn II, 1991; Watson
et al., 1995). The simulation study of diver
transects by Watson et al. (1995) demonstrated
and quantified bias associated with density esti-
mates introduced by the non-random movement
of fish.

Our purpose in this study is to use the simu-
lation approach to make a comparative study
of the performance (as it relates to the reduc-
tion of bias and variability with diver time) of
the transect and point count UVC methods un-
der a range of conditions which might be en-
countered in field studies of reef fish.

2. Methods and Materials

2.1. Model description

The simulation program Reefex (Watson et al.,
1995) was used to model the transect and point
count UVC processes in three experimental situa-
tions described below. The Reefex simulation
model provides a two-dimensional, animated simu-
lation of the visual census process, depicting both
the movement of fish and of the diver.

Within the Reefex program, groups of fish can
be defined, which represent different species or
different size groups within a species. For each
group the user can control: fish density, the maxi-
mum distance from the diver that they can be seen
(visibility), and the minimum distance that they will
allow the diver to approach them or vice versa
(approach distance). The user describes be-
havioural states which control individual fish
movement and other responses for each fish group.
For each behavioural state the user specifies: the
probability of entering the state, an associated
swimming speed of the fish, and the probability of
moving in each of four directions in a horizontal
plane (0, 90, 180 and 270°). As an example, for a
fish group we might define three possible be-
havioural states: ‘stationary’, ‘random-movement’,
and ‘cruising’. We might specify that any individual
fish is in the ‘stationary’ state for 50% of the time,
in the ‘random-movement’ state for 30% of the
time, and the balance in the ‘cruising’ state. For
each of these three states we could then describe the
direction and speed of movement. We would not
move fish while they are in the ‘stationary’ state,
however, while a fish is in the ‘random-movement’
state we might allow movement with equal proba-
bility in each of the four directions at 2 m min−1,
and for the ‘cruising’ state we could allow a greater
probability of movement at 90° than in the other
directions and at a faster speed, i.e. 4 m min−1.

The length of the time steps used in the simula-
tion can be specified. At each time step the be-
havioural state and the subsequent movement of
each individual fish in each group is determined
randomly by user-defined probability distributions.
At each time step the new positions of the diver and
the fish can be shown.
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The total area of the reef represented in the
simulation can be defined, as can the dimensions
of the strip transect. All or only a portion of this
total reef can be shown depending on the display
scale chosen. For reference, grid lines can be
displayed in any scale. If fish move out of the
defined reef area, they are removed from the
simulation, but are replaced on the opposite
boundary so that the specified densities within the
simulated reef are maintained.

The model allows for a count-saturation level
to be defined for each fish group, that is the
maximum number of fish in that group that a
diver can count at any one time step. It is possible
to create conditions where there is an established
counting hierarchy within the fish groups, that is,
the diver will attempt to count all of the highest
priority species, and if time permits, proceed to
the next group and so on. It is also possible to
introduce error in the counting process either
through allowing some fish to be missed or
wrongly identified.

Ranges of parameter values were chosen to
describe conditions described by Samoilys and
Carlos (1992) in surveys of larger reef fish species
such as Plectropomus leopardus (coral trout). The
simulated UVC counts take place within a mod-
elled universe of size 250×100 m using 10 s time
steps. No limits were placed on a diver’s ability to
recognise or record fish sightings. Fish were sta-
tionary (with no net movement with respect to the
diver) in all but experiment 3. Fish speeds refer to
the net fish speed of all individuals combined. The
assumed fish density was 70 ha−1 (except experi-
ment 1 where a range was used). Fish distribution
was random with respect to the sampling area and
the diver.

The transect method was modelled as shown in
Fig. 1a. The simulated diver moved along the
transect (dimensions were 5×50 m) in direction
D at speed n (7 m s−1). Counts were made of fish
within the transect’s width when the simulated
diver encountered them. Fish seen entering the
transect within the diver’s view (a circle with
radius of visibility V of 10 m) were not counted.
Fish movement simulated in experiment 3 was in
a direction approaching the diver head-on (in the

opposite direction of vector D, Fig. 1a). In other
experiments the simulated fish were stationary.
Only fish seen within the confines of the transect
when the diver approached were counted. The
shaded area of Fig. 1a represents the area where
fish are counted during each time step. The stan-
dard number of dives d per survey was 15 (except
experiment 2), and the assumed combined set-up
and swim time was 17 min (Samoilys and Carlos,
1992). This latter assumption was investigated in
greater detail below.

The point count method was modelled as
shown in Fig. 1b. The simulated diver approaches
from the surface and immediately counts all mo-
bile species within a path transcribing a circular
area of the bottom with a 10 m radius (shaded
area of Fig. 1b). The diver continues to descend
and spends the balance of the dive time searching
the circular area of the bottom for more sedentary
and cryptic species (all fish modelled were visible
within 10 m). It is assumed that all fish present
within the circle are seen and counted, and that
no fish which enter the circle after the count starts
are counted. The standard number of dives per
survey was 15 (except experiment 2) and the as-
sumed combined set-up and swim time was 12
min (Samoilys and Carlos, 1992).

For each of the experiments described below,
500 replicates were performed, and for each, a
new population of fish was generated.

Fig. 1. Illustration for the transect (a) and point count (b)
methods. Diver movement is indicated by arrow (D). Radius
of visibility (V) indicated as circle for transect method. Fish
are counted within the shaded areas.
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2.2. Experiment 1 ( fish density)

As referred to in the model description except
that fish density was varied from 10 to 150 ha−1

by steps of 10. The standard fish speed (0 m s−1)
and numbers of dives per sample (15) were used in
each replicate.

2.3. Experiment 2 (sample size)

As referred to in the model description except
the number of dives were varied from 5 to 25 per
sample by steps of 5 for each replicate. The
standard fish speed (0 m s−1) and density (70
ha−1) was assumed.

2.4. Experiment 3 ( fish speed)

As referred to in the model description except
that fish speed was not assumed to be stationary
but instead fish approached the diver head-on at
speeds ranging from 0 to 20 m s−1 by steps of 2.
The standard fish density (70 ha−1) and number
of dives per sample (15) were used in each repli-
cate.

2.5. Performance calculations

The subscripts T and P are used for transect
and point count, respectively. Each replicate con-
sisted of d dives, with a sampled area of aT=5×
50=250 m2 for transects and aP=p×102=314
m2 for point counts. If ni is the number of fish
seen over the d dives, then the standard estimator
of abundance for both methods is

D. i=ni/(dai), i=T, P (1)

This estimator can also be expressed in terms of
minutes of dive time. If ci is the number of
minutes per dive (MT=17, mP=12), then the
total number of minutes per replication is mi=
dci.. The estimator (1) can then be written

D. i=cini/(miai), i=T, P (2)

If animals are distributed randomly, then n has
a Poisson distribution with variance var(n) equal
to its expected value E(n). If animals do not
move, then both transect and point counts are

unbiased (see results below), so that the variance
is equal to the mean squared error, a combined
measure of bias and variability defined below.
From Eq. (1),

var(D. )=MSE(D. )=E(ni)/(dai)2=D/(dai),

since E(n)=daiD (3)

In terms of minutes of dive time as in Eq. (2), Eq.
(3) can be written as:

var(D. )=MSE(D. )=ciD/(aimi) (4)

Hence the ratio of MSEs for transect and point
counts when unbiased estimators are used is

MSE(D. T)
MSE(D. p)

=
' cTmpap

cpmTaT6
(5)

From each set of 500 replications, a number of
summary statistics was calculated, including aver-
age density, standard error (S.E.) (calculated as
the empirical S.D. across replications), skewness,
and kurtosis. Skewness and kurtosis were calcu-
lated to assess whether the distribution of the
estimator of density was approximately normally
distributed, an important consideration in calcu-
lating confidence intervals and conducting statisti-
cal tests. (Critical values were calculated by
generating 3000 replications of 500 normal ran-
dom numbers and finding the 2.5 and 97.5%
points, resulting in a range of non-significance of
−0.35 to 0.34 for skewness and −0.76 to 0.93
for kurtosis.) Estimator bias (B) was estimated as
average density minus true density, and judged
unimportant if it was less than 0.25 times the
standard error, in accordance with other studies
(e.g. Buckland et al. 1993). As a combined mea-
sure of bias and variability, the empirical root
mean squared error (RMSE) was calculated as

RMSE=
S.E.2+B2 (6)

For each experiment, summary statistics were
compared between transect and point counts. Be-
cause the unit sample area for point counts was
higher than for transects, the same number of
dives provided less sampling for transects. We set
the simulation up this way, because the unit sam-
pling areas are those commonly employed in ap-
plications. Nevertheless, for a more valid
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Table 1
Summary statistics as a function of true density D for experiment 1 from 500 replications for the transect method (T) and the point
count method (P)

g2g2g1D g1B B RMSE RMSE* RMSE
T P TT P PT T P

0.48 0.7510 0.0 −0.3 5.4 4.8 4.6 0.160.70
−0.210.3320 0.420.4 0.300.2 7.2 6.4 6.5

0.52 0.42 0.9930 0.0 0.49−0.1 9.1 8.1 8.1
0.08 −0.1240 0.1 −0.6 10.6 9.4 8.8 0.31 −0.03

0.320.1550 −0.201.1 0.290.0 11.8 10.6 10.0
0.24 0.36 0.1160 0.190.3 −0.2 12.9 11.4 11.4

0.37 0.2170 2.1 −0.8 13.2 11.8 12.1 0.21 −0.17
−0.210.1280 0.110.3 0.05−1.0 15.0 13.3 12.7

0.36 −0.01 0.46 0.1790 −0.1 1.4 15.1 13.5 14.2
0.15 0.03100 −0.8 0.3 15.2 13.6 14.9 0.14 −0.26

−0.210.15110 −0.310.7 0.06−1.2 16.3 14.6 15.5
0.25 0.03 −0.19120 −0.300.3 −0.5 17.7 15.8 16.6

0.03 −0.03130 −0.1 0.9 17.7 15.8 16.2 0.28 0.19
−0.050.16140 0.172.3 0.17−0.5 20.1 17.9 17.4

0.18 0.01 −0.26 0.30150 0.7 −0.4 19.8 17.7 16.2

B, estimated bias; RMSE, root mean squared error (see text for definition); g1, normalised skewness; g2, normalised kurtosis.
For a normal distribution, g1 and g2 should not be statistically different from 0. In this experiment, fish do not move and the number
of dives d is 15.
Bold values for bias, skewness or kurtosis are significantly different from 0 (in the case of bias, B0.5 the RMSE).

comparison between methods, we also deter-
mined an adjusted variance SE*2 (and conse-
quently RMSE) for the transects, had the same
amount of area been sampled (essentially 12.5%
more area than originally done) as with the point
count method. In Eq. (2), the variance is in-
versely proportional to sample area, so the vari-
ance was adjusted by the ratio of sampled areas.
The corresponding RMSE from Eq. (6) is de-
noted RMSE*.

3. Results

3.1. Experiment 1 ( fish density)

Table 1 gives summary statistics for bias,
RMSE, skewness, and kurtosis. Over the range
of fish density from 10 to 150 ha−1, neither
method had appreciable bias in the estimator of
density. The empirical RMSE (and also variance,
not shown) increased linearly with the square
root of density, as expected from Eqs. (2) or (3),

and the empirical RMSE was close to the theo-
retical, as illustrated in Fig. 2. The adjusted
RMSE* from transects and the RMSE from
point counts were nearly identical (Fig. 3). Sig-
nificant skewness in the distribution of estimated
density was occasionally present, usually at lower
densities. There was significant kurtosis only for
one density in the point count method (probably
due to chance).

Fig. 2. Root mean squared error (RMSE) associated with fish
density estimates using the transect (theoretical, solid line;
empirical, open squares) and point count methods (theoretical,
dashed line; empirical, closed triangles) for a range of simu-
lated fish densities (experiment 1).
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Fig. 3. Root mean squared error (RMSE) associated with fish
density estimates using the transect (unadjusted, open circles;
adjusted, solid line) and point count methods (dashed line) for
a range of simulated fish densities (experiment 1)

3.4. Performance as a function of unit time per
di6e

From experiment 2, the RMSE is plotted
against sampling time for each method (Fig. 6).
For the given parameters above for sample area
and sampling time per dive, the point count
method achieves lower RMSE with a lower
amount of total sampling time. It is possible to
explore the sensitivity of this result to these
parameters. Supposing that the same amount of
total time would be available for conducting each
of the methods (mT=mP) and that the standard
sampling areas above would be used, then one can
determine the ratio of RMSEs as a function of the
ratio of sampling times per dive with Eq. (5). As
shown in Fig. 7, as the ratio of transect time to
point count time per dive increases, the ratio of
the RMSEs increases from below 1 to above 1.
The current dive time ratio is 17/12=1.42 and
yields an RMSE ratio of 1.34. If the dive time
ratio were 0.8, then the RMSEs would be equal.

4. Discussion

The results show that the transect and point
count methods perform equivalently in terms of
bias and variability when fish do not move, the
amount of sampled area is the same, and all fish
within the sampled area are observed. Further-
more, it does not matter what size the individual
sample areas are nor what the number of dives is,
because estimator variability is a function only of
the total sampled area. However, if fish have a
clustered distribution, then this issue of sample
design could be important, although this was not
investigated in this study.

When fish move, the nature of the movement is
critical in determining the amount of bias in an
estimator. In the transect method, we studied the
worst case scenario, where there is directional
movement toward the observer, and reconfirmed
the results of Watson et al. (1995) that a positive
bias is induced in the density estimate. If fish
move perpendicular to the observer, then little
bias would be expected, and if fish move away
from the observer, a negative bias would be ex-

3.2. Experiment 2 (sample size)

Over the range of dive number d from 5 to 25,
neither method had appreciable bias in the esti-
mator of density (Table 2). The empirical RMSE
was inversely related to square root of dive num-
ber, as expected from Eqs. (2) or (3). The adjusted
RMSE* from transects and the RMSE from point
counts were nearly identical (Fig. 4). There is also
an inverse relationship with square root of min-
utes of dive time, which is proportional to dive
number. There was no consistently significant
skewness in the distribution of density and no
significant kurtosis.

3.3. Experiment 3 ( fish speed)

Over the range of fish speed head-on to the
diver at speeds ranging from 0 to 20 m s−1, the
point count method had no appreciable bias in
the estimator of density, but the transect method
had a bias that increased nearly linearly with
speed (Table 3). The empirical variance appeared
constant as a function of speed for the point
count method, and hence its empirical RMSE was
also constant. The RMSE for transects was a
linear function of speed and almost solely due to
bias beyond a fish speed of 2 m s−1(Fig. 5). There
was no significant skewness or kurtosis.
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Table 2
Summary statistics as a function of the number of dives d for experiment 2 from 500 replications for the transect method (T) and
the point count method (P) with notation as in Table 1

g2g2g1d g1B B RMSE RMSE* RMSE
PTT P T T P T P

0.090.18 −0.155 −0.2 0.48−0.5 24.8 22.1 21.6
0.32 0.24 0.336 0.28−0.9 0.1 21.2 18.9 18.8

0.250.020.297 0.7 0.240.2 19.9 17.7 17.2
0.24 0.23 −0.058 −0.3 0.581.9 19.1 17.0 16.2

0.31 −0.139 0.4 −0.6 17.3 15.4 15.9 0.27 0.01
0.070.2610 0.260.9 0.211.1 16.7 14.9 14.5

0.15 −0.2711 1.0 0.6 15.9 14.2 14.2 0.10 −0.23
−0.100.000.1912 −0.8 0.21−0.7 15.1 13.4 12.8

0.18 0.18 −0.1713 −0.030.6 −0.3 15.7 14.0 13.3
0.24 −0.3514 0.140.8 0.020.2 13.9 12.4 12.4
0.07 0.4015 −0.3 0.3 13.2 11.7 11.8 0.15 0.45

0.10 −0.1216 0.3 0.0 12.9 11.5 10.8 0.20 0.22
−0.140.0917 −0.10−0.2 0.050.0 12.5 11.2 12.0

0.11 0.1618 −0.6 −0.2 12.6 11.2 11.3 0.24 −0.14
0.11−0.100.2819 −0.2 0.09−0.5 12.1 10.8 10.8

0.12 0.21 −0.3820 −0.09−0.4 0.3 11.6 10.4 10.6
0.250.150.3221 −0.3 0.260.0 11.5 10.3 10.6

0.20 0.1622 −0.6 0.6 11.1 9.9 10.0 0.24 0.18
0.12 0.0723 0.0 −0.1 11.1 9.9 9.7 0.16 −0.06

−0.050.3024 0.12−0.3 0.220.4 10.3 9.1 9.5
0.13 −0.0125 0.3 −1.1 10.0 8.9 9.7 −0.06 −0.07

In this experiment, fish do not move, and the true density D is 70 ha−1.
Bold values for bias, skewness or kurtosis are significantly different from 0.

pected. In the absence of movement information,
transect direction should be randomly chosen to
reduce bias, however, when movement is known
to exist transects should be orientated perpendicu-
lar to the direction of moment. We modelled the
point count method as being able to detect and
count all motile fish within a 10 m radius instan-

taneously, and to spread remaining time in
searching for cryptic and hidden fish. As a result,
the estimate of density was unbiased even when
fish moved. However, if fish are attracted into or
even randomly move into the sample circle and
are counted, then a similar bias as found in the
transect method would be expected.

We did not study the effects of incomplete
detection, but it is well known that density is
underestimated if some fish are not seen (Seber,
1982; Thompson, 1992). The size of the sample
area must be small enough to avoid incomplete
detection. Otherwise, distances should be mea-
sured to the fish and used in conjunction with the
line transect method (Buckland et al., 1993).

The skewness and kurtosis statistics show that
for the most part, the distribution of estimated
density is close to a normal distribution. At any
rate, the use of standard confidence interval meth-
ods appears appropriate, except for small sample
sizes or densities.

Fig. 4. Root mean squared error (RMSE) associated with fish
density estimates using the transect (circle, unadjusted for
sample area; solid line, adjusted) and point count methods
(dashed line) using a range of sample sizes (experiment 2).
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Table 3
Summary statistics as a function of fish speed 6 for experiment 2 from 500 replications for the transect method (T) and the point
count method (P), with notation as in Table 1

g2 g26 B B RMSE RMSE* RMSE g1 g1

T TT PP PT T P

−0.020.340 1.1 −0.5 14.1 12.6 12.0 0.25 0.16
0.23 −0.272 15.8 −0.9 21.0 20.1 12.6 −0.18 0.43

−0.07−0.034 −0.0632.4 0.23−0.5 36.3 35.5 11.9
−0.01 0.08 −0.256 −0.2047.4 −0.3 50.4 49.8 11.6

0.19 0.168 64.1 0.5 66.9 66.3 12.6 0.05 −0.10
−0.130.0710 0.1680.6 0.12−0.8 82.9 82.4 12.4

0.02 0.18 −0.1312 −0.1895.0 0.1 97.1 96.6 11.6
0.16−0.270.3114 112.4 0.12−0.3 114.3 113.9 12.5

0.10 0.20 −0.1216 −0.08129.0 −0.6 131.1 130.7 12.2
−0.05 0.0218 0.11142.8 0.180.2 144.8 144.4 11.9

0.260.1620 159.0 0.1 160.9 160.5 11.9 0.13 0.20

In this experiment, the number of dives d is 15, and the true density D is 70 ha−1.
Bold values for bias, skewness or kurtosis are significantly different from 0.

We evaluated the performance of the two
methods with respect to logistical efficiency by
using literature values for the amount of sam-
pling time per dive (12 versus 17 min for point
counts versus transects). Because the point count
sample area per dive is larger than that for tran-
sects, and the amount of time is shorter as well,
it comes as no surprise that the point count
method was judged superior in this situation.
The use of a combination of point count and
transect methods offers some advantages when
conditions, fish movement, and visibility vary.

Performing a series of transects at different
speeds may offer some advantages when several
species which differ in their speed and visibility
must be surveyed together (Lincoln Smith, 1988;
1989). In general, surveys which cover larger ar-
eas would be more efficient because they reduce
set-up time as a proportion of sampling time.
Limited visibility may in practice, however, con-
strain this approach to the transect method.

Practical considerations which our study raises
with regard to survey design and choice of
methodology relate mostly to the relative perfor-
mance of the two methods under field condi-
tions, and the risk of biased estimates caused
primarily through fish movement. Initial field ob-
servations, or even literature searches on the spe-
cies of interest, can help establish the risk of
bias. If this risk is deemed significant, then the
survey design could include transects orientated
to reduce this effect, or the use of point counts
which by their nature are not affected. The best
mixture of methodology will depend on the rela-
tive cost (for example diver time) per area sur-
veyed and other logistical considerations. The
ultimate judgment, however, can only be made
after field experimentation is done under a vari-
ety of different conditions, and we encourage
further work in this area.

Fig. 5. Root mean squared error (RMSE) associated with fish
density estimates using the transect (circle, unadjusted for
sample area, solid line, adjusted) and point count methods
(dashed line) for a range of net fish speeds (experiment 3). Bias
associated with the transect method is shown as a thick solid
line.
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Fig. 6. Root mean squared error (RMSE) associated with fish density estimates using the transect (solid line) and point count
methods (dashed line) as a function of survey duration.
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